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Abstract
High data quality is fundamental for valid inferences in health research.
Metadata, i.e. “data that describe other data”, are essential to imple-
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ment data quality assessments but more guidance on which metadata
André Werner1to use is needed. Similarly, the selection and use of variables describing
Birgit Schauer1the measurement process should be exemplified to improve the design

and conduct of observational health studies. This work provides a con- Dörte Radke1

ceptual framework and overview of metadata and process information
Jörg Henke1

for systematic data quality reports based on implementations within
Stephan Struckmann1the population-based cohort Study of Health in Pomerania (SHIP). In

previous years, a prerequisite for automated data quality checks has Carsten Oliver Schmidt1
been established by the augmentation of the data dictionary; the added
information of up to 20 different characteristics for each variable is
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used for data quality assessments and triggers diverse data quality
checks. Conceptually we distinguish staticmetadata, variablemetadata,
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and process variables. Examples for static metadata are the expected
probability distribution, plausibility limits, and the data type. Variable
metadata may be reference limits of a laboratory marker. Information
inherent to thesemetadata allows for the detection of data quality flaws
by comparing observed with expected data characteristics. In contrast,
process variables, such as the observer or device ID, also allow for the
identification of sources of data quality issues. This is the case even if
characteristics defined in metadata were not violated. Metadata and
process variables can be used alone or in combination to implement a
versatile and efficient data quality assessment. A comprehensive setup
of metadata and process variables is an extensive task, particularly in
studies involving large data collections. Nonetheless, the gain in trans-
parency and efficacy of data curation and quality reporting after this
setup is considerable.
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Zusammenfassung
Eine hohe Datenqualität ist eine wesentliche Voraussetzung für valide
Entscheidungen in der Gesundheitsforschung. Metadaten bzw. „Daten
über andere Daten“ sind für die Implementierung eines Datenqualitäts-
monitorings essentiell. Klare Empfehlungen und Benennungen von
Metadaten für spezifische Aspekte von Datenqualität werden in relevan-
ter Literatur jedoch nicht gegeben. Gleichfalls ist nicht klar, welche In-
formationen über den datengenerierenden Prozess gesammelt werden
sollten, um Studiendesign und -durchführung zu verbessern. In dieser
Arbeit wird unter konzeptioneller Perspektive ein Überblick zuMetadaten
und Prozessinformationen gegeben, welche in der Kohortenstudie
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Study of Health in Pomerania (SHIP) verwendet werden. Zurückliegend
wurde in SHIP das allgemein gebräuchliche Data Dictionary um Infor-
mationen erweitert, welche für Datenqualitätsbewertungen verwendet
werden und diese auch steuern können; bis zu 20 unterschiedliche
Charakteristika von Variablen können spezifiziert werden. Konzeptionell
werden hierfür statische von variablen Metadaten sowie Prozessvaria-
blen unterschieden. ZumBeispiel sind die Verteilungsform, Plausibilitäts-
und Zulässigkeitsgrenzen sowie der Dateneingabetyp statische Meta-
daten. Variierende Referenzgrenzen von z.B. Laborparametern werden
als variable Metadaten betrachtet. Diese Information erlaubt die Iden-
tifizierung von Beeinträchtigungen der Datenqualität durch einen Ver-
gleich von beobachteten und erwarteten Charakteristika der Daten.
Prozessvariablen wie die ID des Untersuchers oder des Messgeräts er-
lauben hingegen die Identifikation von möglichen Quellen für Fehler,
selbst wenn keine Metadaten verletzt wurden. Metadaten und Prozess-
variablen können jeweils allein oder in Kombination verwendet werden,
um vielseitige und effiziente Qualitätsbewertungen umzusetzen. Die
Erstellung notwendiger Metadaten und die Definition von Prozessvaria-
blen bedeuten einen erheblichen Aufwand, insbesondere für größere
Studien. Der Zugewinn an Transparenz und Effektivität bei der Qualitäts-
berichterstellung ist jedoch erheblich.

Schlüsselwörter: Datenqualität, Metadaten, Prozessvariablen,
Datenmonitoring, Gesundheitsforschung, Kohortenstudien

Introduction
Metadata is considered as “data that describe other data”
[1]. It plays a key role for the assessment of data quality
in different scientific disciplines. Definitions and use of
metadata are manifold [2], [3], [4], [5], [6]. In health re-
search, metadata may cover conceptual aspects such as
descriptions of the sampling scheme of a study, or it can
relate to specific characteristics of single measurement
variables [7] such as the variable name, plausibility limits,
or the data type. Most software for either electronic data
capture or data quality assessments such as RedCap [8],
Square² [9] or OPAL [10] make systematic use of
metadata. A German guideline on data quality in medical
research also presumes an existing metadata concept
[11]. However, these and other works [12], [13], [14],
[15] do not provide clear guidance on the extent, structure
and use of metadata for systematic data quality assess-
ments.
More attention also needs to be given to assessments of
the data generation process. Methods from statistical
process control and industrial statistics suggest consid-
ering factors that might affect the data generating pro-
cess. Respective factors are called process variables and
are systematically controlled in designs of experiments
[16]. Similarly to manufacturers and engineers, principal
investigator (PIs) and scientists of observational studies
with primary data collections have control over the data
generating process. This characteristic differentiates
primary from secondary data collections and enables for
interventions during ongoing studies.
Accordingly, adequate assessments of data quality in
health studies shouldmake use ofmetadata and carefully
monitor the process under which measurements are ob-

tained. A simple use case illustrates this necessity. In the
population-based Study of Health in Pomerania (SHIP)
[17] participants are examined by different examiners in
a dedicated center including the drawing of blood samples
to determine for example c-reactive protein (CRP). A
missing CRP valuemay have, among others, the following
reasons for missingness: the actual value was below the
detection limit of a device, a participant refused to provide
a blood sample, or the examination was aborted. Related
process information are the examiner, the time of the
day, the transporting time elapsed between drawing of
the blood sample and the final storage in the bioreposito-
ry. Recording and investigating the frequencies of reasons
formissing values in combinationwith associated process
variables may point at possible targets of intervention,
e.g. a training of examiners or the re-calibration of
devices.
This work provides an overview of metadata and process
variables along with conceptual considerations to support
the implementation of systematic and automated data
quality assessments based on our experience in the SHIP
study.

Methods
The methodological background for this work originates
from two decades of experience with data management
and data monitoring in the Study of Health in Pomerania
(SHIP) [18]. The SHIP study comprises two cohorts (SHIP
and SHIP-TREND) with in total 8,728 participants. To date,
four SHIP and two SHIP-TREND waves have been com-
pleted. More than 40,000 variables originate from com-
puter-assisted personal interviews, self-reported question-
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naires, biomaterials (blood, urine, faeces, saliva), imaging
data (e.g. ultrasound and MRI), and a wide range of clin-
ical examinations, including dental, dermatological, and
cardiovascular measurements. Each electronic case re-
port form (eCRF) in SHIP is based on metadata and col-
lects process information. In addition, OMICS data com-
plement the data collection, as well as subsequent sec-
ondary assessments, e.g. readings ofmagnetic resonance
images.
Quality management within SHIP rests upon the storage
of study data and metadata in a central data repository.
For this purpose a PostgreSQL database backend is used
[19]. Web applications support the creation of data
dictionary elements (Shipdesigner), and electronic data
capture (Shippie). The former is used for metadata setup
which is used by the latter to control for errors in the data
entry process. Subsequently, routines in SAS and in
dedicated data quality assessment environments
(SQuaRe, Square²) make use of metadata and process
variables to conduct data quality checks [9], [19], [20].
This work summarizes metadata and process variables
utilized in these applications and structures them (i) ac-
cording to the type of input data and (ii) the data quality
dimensions completeness and correctness. These data
quality dimensions are sometimes referred to as intrinsic
data quality [21], [22], i.e. data quality which can be
evaluated without the use of contextual information such
as a specific research question.

Results

Data structure and terminology

Our approach considers the relations of study data and
metadata. Study data comprise identifiers for observa-
tional units, the clinical measurements, variables describ-
ing the process under which the data were collected and
in some cases varying metadata. Each column of the
study data contains varying data values or missings.
Pre-defined static characteristics apply for each column
in the study data, such as a label, a value list or the data
type, form the basis of static metadata on the variable
level and may be stored in various forms. One option as
implemented and used in SHIP is depicted in Figure 1,
where the characteristics related to columns of the study
data are stored in a separate table of static metadata. In
SHIP each column of the study data is identifiable over
a “key” which is defined in the static metadata.

Metadata for data quality assessments

Metadata used for data quality assessments describe
desired or expected properties of the data [23] as well
as additional information, for example, semantic annota-
tion of variables based on uniform codes [24]. Each
column of the study data has assigned static properties
which are valid for the life cycle of the respective health
research study [8]. Ideally, relevant metadata are defined

before the data collections starts. Typical static metadata
are the variable name and the data type (Figure 1, top
right panel). Further examples are shown in Table 1. Such
descriptive characteristics are usually denoted in the data
dictionary (DD) of most studies.
In some cases applicablemetadatamay also vary across
observations. For example, the detection limit of a new
device has changed or reference limits of laboratory
markers vary in a long-term study. In this case, a
metadata variable needs to be included in the study data
to assign varying reference limits to the target measure-
ment (Figure 1, left panel). The link from the measure-
ment variable (CRP) to the respective metadata variable
(RefLimits_v101) is defined via an own column in the
static metadata. The top right panel of Figure 1mentions
key_ref_limits which specifies the key of the variable
containing the time-varying reference limits for CRP.
Similar columns are denoted as key-columns which point
to the associated metadata variable. Such structural in-
formation is required to implement automated procedures
of data quality assessments.
Metadata may comprise information related to different
aspects of data quality:

• data completeness (e.g. reasons formissing data, such
as conditionally missing data in the category “birth
complications” for males)

• data correctness (e.g. value lists, detection limits, ad-
missible values, plausibility limits)

• the selection of statistical approaches to data quality
checks (e.g. data types, distributional class)

In addition to the investigation of data characteristics a
coherent and readable reporting is important. Particularly
in studies involving thousands of study data variables the
presentation quality is challenging but essential to impede
misinterpretation [25]. Therefore, further static metadata
such as labels and units of measurement can be defined
to ensure a readable and standardized output. For ex-
ample, the assignment of fixed colors for examiners or
devices is recommended across graphical outputs (not
shown in Figure 1).

Process variables for data quality
assessments

Measurements in health research are vulnerable to vari-
ous sources of distortion. Environmental conditions as
well as examiners and devices may change over time.
Process variables are needed to capture such information
[16] along with the measurements in study data. Insofar
process variables can be considered measurements
themselves and may relate to:

• study conduct (e.g. observer, device ID, location)
• environmental conditions (e.g. examination times,

processing times, room temperature, humidity).

Examples of process variables utilized in SHIP are
provided in Table 2. Each eCRF in SHIP prompts the re-
cording of such information, for example, regarding ultra-
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Figure 1: Left panel: study data usually comprise identifier, measurements (e.g. c-reactive protein (CRP), and process variables
(e.g. examiner ID). In some cases metadata variables have to be added, if applicable metadata vary across observations.

Top right panel: selection of static metadata with 1:1 relation to columns of study data.
Bottom right panel: relations between study data, metadata, and links* between study data.

* Relations between two or more related study data variables should be defined in the metadata attributes, e.g. CRP-laboratory
results and the examiner who drew the blood sample.

Table 1: Examples of metadata used for data quality monitoring

sound examination of the thyroid (https://medical-
data-models.org/30755) [26] almost 25% of recorded
variables comprise process information. The definition
and identification of relevant process variables rests on
appropriate background knowledge about factors that
may influence the measurements. Their implementation
in the measurement process may impose considerable
additional efforts for the study conduct: additional
measurement devices might be required with all related
data quality management logistics.

There is a crucial difference regarding the definition and
application of process variables and metadata: while
metadata can be defined even after the data collection
has been finished this is very difficult or impossible for
process variables. Process variables should be identified
and implemented prior to the start of a data collection to
avoid missing and unrecoverable process information.
Process information themselves are measurements of
the conditions under which study data were generated.
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Table 2: Examples of process variables used for data quality assessments

Use of metadata for data quality
assessments

Data quality assessments use metadata to investigate
the compliance of observed data with expected properties
[20], [23]. For example, if a categorical variable has per
design four distinct values (Figure 1, “value_list”) and the
data show five, at least one invalid data value has been
observed. Such data quality checks, also referred to as
edit-, range- or cross checks [27], predominantly focus
on the evaluation of entries in single data fields, i.e. each
data field is checked against the desired properties of
the data as coded in metadata. This means, for example
regarding CRP in Figure 1,missing codes can be tabulated
to infer on reasons for unavailable measurements (com-
pleteness), those being smaller than zero (inadmissibility)
and those being greater than five (plausibility) are counted
or flagged as potential correctness issues.
In the SHIP workflow, initial data quality checks for miss-
ing values and correctness predominantly rely on static
metadata. This comprises checks during data entry in
the Shippie electronic case reporting forms (eCRFs). After
data capture, automated data quality controls are con-
ducted based on SAS routines and batch jobs [19]. These
checks are routinely conducted every night for the entire
ongoing data collection. Feedback on issues is obtained
through an MS Access data entry mask for each flagged
data quality issue to ensure a timely response by the re-
sponsible quality manager. Only deviations from static
metadata will be encountered at this stage, although
somemeasurements might be inaccurate without violat-
ing predefined properties.

Use of process variables for data quality
assessments

Data quality may be impaired although, according to
metadata, formal discrepancies between observed data

and expected properties are absent. Common examples
are observer or device effects which can be impossible
to detect in the overall distribution of a measurement.
Process variables allow for the detection of data quality
issues and their possible sources. Themain focus of data
quality assessments using process variables is their as-
sociation with distributional characteristics of measure-
ments. For example, very high room temperatures may
explain lower performances in a spiroergometry. Seasonal
changes in outcome variables that were identified using
the examination date might be explainable this way.
Process variables are also required to assess the compli-
ance with procedural rules, e.g. the analysis of sufficient
resting time before a blood pressuremeasurement starts.
Therefore, process variablesmay be automatically stored
by recording start and end time of examinations. Other
process variables can be used to check for appropriate
ambient conditions under which measurements took
place. For example, does the size of an arm cuff used for
blood pressure measurement correspond with parti-
cipants’ arm circumference. These examples illustrate
the different use of process variables compared to
metadata for data quality assessments.
In the SHIP workflow, data quality issues measured by
process variables are themain target of web applications
(Square²) dedicated to data quality assessment [9], [20].
Related reports are generated semi-automatically in
defined intervals or on demand, using pdf as output
format. Encountered issues are the basis for systematic
feedbacks to the SHIP examination team andmay trigger
trainings. Contrary to the use of metadata for checks of
single data fields, the use of process variables faces an
important limitation. They require a sufficient number of
cases to reliably detect data quality issues such as ob-
server differences or time trends.
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Combined use ofmetadata and process
variables for data quality assessments

The combination of metadata and process variables en-
ables for versatile data quality assessments. Univariate
analysesmay reveal disproportional numbers of missings
or implausible measurements. In combination with pro-
cess variables such as examiner, device, or preprocessing
characteristics, a potential error sourcemay be identified.
For example, the measurement variable CRP in Figure 1
has two data values representing missing codes; one
code has the denotation “polluted sample material”. If
such amissing code occurs frequently, the source should
be investigated. For example, the pre-processing of
probes in the laboratory or the handling of probes dur-
ing/after blood drawing may cause a contamination of
samples.

Discussion
This work provides an overview of metadata and process
variables to monitor and improve data quality of observa-
tional studies. Accompanying conceptual considerations
differentiate the features of static and variablemetadata
as well as process variables to support their handling in
data quality assessments. The use of metadata in health
research studies is crucial to follow guidelines [11] and
to use metadata driven quality control with web applica-
tions such as RedCap, Square² or OPAL [8], [9], [10].
Similarly, process variables which were introduced from
industrial statistics [16] are essential in health research
studies with primary data collections, since varying con-
ditions of the measurement process might distort the
quality of the data.
The appropriate consideration of metadata and process
variables may appear straightforward but in complex
studies the setup is likely to be challenging and time
consuming. Assigning unambiguous and understandable
labels for thousands of variables requires consistent
checks of the DD. In this context the use of unambiguous
semantic annotation is particularly beneficial. For ex-
ample, by unambiguous UMLS codes [24] which have
been assigned to SHIP variables in a cooperation with
the Portal for Medical DataModels (MDM) [26] to improve
harmonized comparisons across studies. Some decisions
for and definitions of static metadata are only possible
with the intended outcome of the data quality reports in
mind. Furthermore, it might be a matter of debate which
plausibility or admissibility limits to define in a given study.
However, starting a study with imperfect limits and com-
paring the data with those is more valuable than defining
no limits at all, i.e. implementing no checks on measure-
ment limits.
Metadata themselves can be a gateway of data quality
flaws. For example, the static metadata value list and
missing codes should be separate sets of values for each
study variable, otherwise script-based routines might fail
or the output of quality reports gets odd. Therefore, the

coherent definition of data characteristics as metadata
may consume considerable efforts if conducted for sev-
eral thousand variables. However, augmenting the data
dictionary with only some information required for data
quality assessments (e.g. limits) already enables for es-
sential data quality checks, particularly in larger and long-
lasting studies.
The introduction and use of process variables for data
quality assessments is of utmost importance. They may
guide to means of interventions in the data generating
process. A systematic understanding and selection of
relevant process variablesmay require a review of existing
literature because each examination needs to be con-
sidered independently. The collection of process variables
can be elaborated and may add to the costs of a study.
For example, monitoring ambient conditions in each ex-
amination room requires additional equipment and data
base extensions, along with extensions of the data base
and potentially the eCRFs. However, omitting the use of
process variables eliminates one major advantage of
primary data collections for data quality management: to
trace back sources of errors and to regain control over a
data generating process by close monitoring of this pro-
cess.
The overview provided in this work has some limitations.
Presented static and variable metadata are not compre-
hensive regarding other types of data (e.g. OMICS) [28].
We also omitted the reflection of longitudinal aspects of
data quality assessments. In fact, some could be easily
implemented into the presented concept, e.g. another
staticmetadatamay link differentmeasurement variables
for correctness checks such as “is age at follow-up higher
than at baseline”. However, longitudinal issues have
special requirements regarding the format of the data
(wide vs. long) and may require more complex statistical
techniques for their assessment. Another limitation rests
with the use of semantic annotation for study data vari-
ables. Such unambiguous codes facilitate correct inter-
pretation of data but are currently not used for data
quality assessments. Worthy of note is also the restricted
use case for metadata presented in this work. Metadata
are of importance beyond this application, for example,
for the selection of data bases with similar populations
and study focus.
High data quality means inherently that data should be
fit for use. Completeness and correctness do not entirely
account for this demand. Additional contextual informa-
tion is necessary to evaluate the achieved data quality
with respect to the intended use. For example, are all
variables of interest available in a study with a sufficient
sample size to analyze the effects of inflammation
markers on back pain? Contextual information varies
strongly with the research questions and is difficult to
implement into a standardizedmetadata concept. Varying
contextual information may also lead to different conclu-
sions regarding the obtained data quality for the same
data collection [22]. For example, sampling errors may
impair the representativeness of data. This is of import-
ance if we are interested in the prevalence of population

6/8GMS Medizinische Informatik, Biometrie und Epidemiologie 2019, Vol. 15(1), ISSN 1860-9171

Richter et al.: Data quality monitoring in clinical and observational ...



based risk factors. However, it may be less important if
we are interested only in associations of risk factors.
Many aspects regarding the utility of metadata and pro-
cess information provided in this overview are likely to
be well known. However, comprehensive overviews are
lacking and, in practice, their use seems inconsistent.
This has contributed to critics regarding the transparency
and reproducibility of research findings [29]. The provided
overview may assist in the setup of data dictionaries for
new studies or the augmentation of data dictionaries for
existing studies. In particular smaller studies and those
under developmentmay profit from this overview in terms
of transparency and several options for data quality
management. Adding data quality related metadata to
the DD provides an overview of applicable data quality
checks. The largest gains in efficiency regarding the
generation of data quality reports will be noticeable by
larger, long-lasting studies requiring repeated data quality
reporting.
Although metadata and process variables should be
defined prior to the data collection, many pitfalls and
concept flaws may only become obvious during data col-
lection and after the system has gone productive. There-
fore, improving the quality of primary health data may
require adaptations of themetadata concept or the selec-
tion and measurement of process variables throughout
the study.
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